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Abstract

Tlte paper attempts  to describe  the reciprocal  irnpuct  that rdupfit]c control,  k:armkg  thf?OnJ, rob~tic.~,
and trutomalion  have had on rwch other  in the pasl  nnd the influence  they rrbay  have on each other
in the ffi!urw.

1  Introduct ion

To the nontechnical person, robotics and automation conjure up visjrms  of hu.rrr an-like performance
by machines, increased prod~ictivity, and improved quality of products. To the technically oriented
person they imp] y electromechanical device tec.}molugies, data acquisition through sophisticated
sensors, computation using powerful micrclprocessors,  large rnemorks, and software. TO the wtC~-
matic control theorist they represent broad. and challenging g areas  of application  whose demands for
fa.stxx and accurate controllers are lmving a profcnrnd  impact on the development of control theory
itself. The.w difieren.t  views 01 robotics  ad au~omation  zw wcurat~ i.~ their  rwective con tex~s
and it is safe to say that aclvtmcm in both of them wiU have a major impact on life in the future. In
this paper, wc confine our attentjon  to an asse.smnent  oft he mufu  al impact that adaptive con lrol
and learning thcor  y, and robotics  ca.nd automation have h-d on each other in the past, and attempt.
to predict possible influences they may have on each other in the future.

? Definitions and concepts

To establish a common framework wjthin which questicms  that arise can be discussed, we briefly
consider in this  sectiol~ the definitions and  concepts the four fields have given rise to. The  underlying
pri~ciple in all four cases is control.

COIlt& By the control of a process we rnea.n quafitative]y  the ability  to direct, alter, or improve jts
behavior, and a c.cmtroJ  system js one in which some physical quantities are maintained more m less
around  prescribed values (regulation) or time-varying {unctions (tracking). The most fundamental
concept in cent rol theory and its W.inctivc hallmark is feedback. It underlies the whole technology
of automatic control.  Besides feedback, the key concepts of control thwr y are smsit ivit y, dynamic.
stability, and opti reality.

.——— — -—
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The performance of any control system, however complex it may be, is judged by its speed of
response and by its accuracy. Hence, WIh at is needed in any control situation is a controller which
Msu res stability and robustness of the control system, while being fwt and ac.cura,tc.

Adaptation: In control t,heox  y, a.dapt.ath-m is defined as the proc.css  by which a system monitors its

own perfor-m.arl  c,e, when some aspect  of the system  is cjt,h=  unknown  or ~hawiw with time: aTLd
adjusts its control parameters to improve its performance.

Learri@: is a highly c.ontro~ersjal  term which means rrla,ny things to different people. In engi-
~ng, kHIjJlg may be chthract,erizcd M the gradual change in behavior pattern under a series of
exposures to the sa.rnc  dtuation. Different types of learning have  been studied in the enginccrin  g
literature. Thcse  include supervised  learning  (OI learning  wjth a teach~r),  reinforcem~~t  ~earrurIg,
and unsupervised learnjrrg. in supcrvkd  learning, the “cc~rrect” ti.nswer  is provided. by a teacher [in
the form of an error sign 81), In re.inforccment learning, the learning agent  merdy receives  a signal
called  the reward for the action  that it chooses. In unsupervised ]earnirlg even the reinfcrrcmn,ent
signv]  is not present..

~: The t~rrn ori~jnat~d  from the CZeCh WOrd %obota”  and came into COITUCLO1l use after
Karel &pek’s play ‘[ R.ossum’s Universal Robots “ irl 1920. In the yCMS t}lat  followed, popular
imagination suggested diverse dcfinit ions and tasks  to be performed by robots of h u rnanoid apJxmr-
ante. Research  and  development were djrected  towards synthetically creating biological behavior,
although most real-life robots are moo]  y electrornech  a.71ica.l  devices in the form of mu] tijoirlt,ed
m anipula.t,ors  or mobile ITLaCh hI es.

~Ii twnation:  This term was first used in 1936 by D .S. Hardw to describe “automatic handhg
of parts between progressive production processes. ” Attempting to make  the best  possible use of
available resources including man, material, money, and machine, it is c.onc.crmed  with the linking of
machine tools with automatic. materials transfer and handling equipment to a.c.hieve  self-regulation.

For tthc sake of c.onvcnien  ce, in the remainder of thk sectjon as well as in the following sections,
we confine our discussion to only two of the four term% i .e. ~ adaptation and robotirs.  Even though
stated d.iflerently,  learning  paradigms arc closely related  tO adaptive  contr~l. paradigms and hence
we use a single term to dcncd,e both of than.  Only in section 6 do we explicitly refer to learning as
distinct from adapt ation. Between  the robots of a.cadem ic research a,nd automation exj,sts  a wide
spectrum of industrial robots  which manifest to differerl  t, degrees the properties of both. Hence,
once again,  wc use a single  term, robot,  generically y to denote the ~nt,jl e class of ~UCh sy~tems.

Both adaptation  and rc)botics  deal with control  problems under uncertainty. While conlrol
theorists view robotics as ripecific  a.pplicatiorrs  of control theory, the perception of roboticists  is quite
different. The latter view control theory in general (and adaptation and learning in particular) as
rrrcroly  tools in their  arsenal to ac.hirwc their objectives.

There is also an essential  difference bet wecn the research carried out in these areas. A dapt.ive
control theory is methodology-driven, and the principal ob.jectlve  over the past,  twenty years has
been LO obtain  conditions for global stability (or convergence in the case of learning). While stabilit  y
is undoubtedly ML jrn porta,rlt requirement, one cannot  help wondering whether this oh jective has
been pursued without an equal amount  of time being expended on pcrfomnance.

In contrast to the above, robotics, tcj a large  ext err t, is problem driven where the emphasis
is on achieving high levels of system

b“d

performance thrrx~gh elec.trornech  a.nicai  design, scnsin g, and
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computation rather  than on theory. In fact, manyof  the important contribution sin roboticg  thus
far have resultccl  from good design involving sound control principles and common sense, rather
than  arty  sophisticated analysis.

Further, unlike adz@ive  control, there is no single set of problems  which, when resolved, would
let Ihe tield of robotics move forward. Tle inherent  6yste1n dynamics of a manipulator is distinctly
different from that of a hopping robot  or a small Mars rover. However, as the operational speeds of
these diffeTent  robots  are increased and the specifica,tjons  on their  performance become StrkgQ~t,
stability questions are bound  to become paramount, making the kind of rnathema~icaj  ana~ysis
typical of cont~ol  theory  indispensable for good robot  design.

Adaptive control theory  has found wide application in many  fields, where linearized  equations
describe the beha,v;or  of the system sufficiently accurately. Surprisingly, even though  highly nonlin-
ear,  manipulators  satisfy conditions required for applying the algorithms  developed in the adaptive
literature. The reasons for this are described in section 3.

Whcm many  of the problems h robotics, which are at present being investigated experil~entally,
reach a. stage when IIldlemlLtiCd  analysis becomes essent  id, it is the belief  of the authors that they
will be described by nonLinear differential equations wit}t  consideralde  amounts of Uncertainty. In

su c.h cases, adaptive control theory  as it presently exists cannot  be djrect]y applied. In the second
half  of the p~per,  a gerumd  methc}dology  which has proved very successful in simulation studies is
proposed to address such problems.

Finally, due to space limitations, a, list of references is not  included at the end of the paper.
Howew:r, names  of ccm tributors  to important jdea,s are given throughout the paper to facilitate the
~e.arch by the jnterestcd  reader for Ieleva.nt  pu.b)ished  literature.

3 Adaptive Control and Robotics

a) *llj  ve Control: The  adaptive control problem of linear time-il,varjant  systems may bc stated
as follow~: A plant P is represented by a, linear  time--invarjant  system

where u is the input, v is the o u t p u t ,  and  ZP E %?n is the state of the p]arltr. The elements of
h,r), AT, and LP are assumed, to be unknown. Using only input and output information and without,
using djfferentiators, the objcctjve  is to determine a. cent rol function which stabj] izes the overall
system and results in an output y(t)  which txa,cks the desired output y.~(t) ayrnptotically,  i.e.,
lim~+ti,ly(t)  - y~ (t ) I = Cl. The desired ou ~pu t y,,,, (t) is the output  of a reference model with
trarisfcr  function IVm (.9), whose inp!~t is any bounded piece-wise continuous function r(t). It. took
several years to determine the conditionfi  on the plant, as well as Wm (s), which are sufficient to
determine a solution.

Because of space limitations, we present in this section only the hi~htighls  of the results obtained
in the past  two decades, in the area,  of adaptive control.

(i) If e = ZP – xv,. and + denotes the. parameter error,  the evolution of e can be desc.r~bed  by an
equation of the form & = ~1 (e, @), The  objective is to determine a.11 ‘{adaptive law” # = .fZ(e, i)
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where .fZ is independent  of q5, so that the overall system is stable or asymptoti  call y Et able, A
l.yapunov  funstion  V(e, ~) >0 with V <0 is used for the purpose.

(ii) The first problem to be solved in the late 1960s  was for the m-w when (1) is a scalar  system.
The ada,ptive law has the form + = –em  where w is aTl accessible si~na,l.

(iii) Shortly thereafter the problem where the system is of nth orclw was resolved, provided all
states of the plant  me acccwsible. The adaptive laws contain products of knowrI signals and linear
combinations of the elements of the error vector  e.

(iv) Since ~I(e, 4) can mwr bC negative definite,  rn~tho~s similar to LaSalle’s invarja~l~e wjn~iple
have to be used to prove that the error tends to zero.

(v) ATound  this time the imporlar,m  of persistency of exc.itatkm of the reference input  for parameter
convergence was mali Zed. Conditions for persistent excil  ation  were derived.

(vi) In the early  1970s  intcmxt  shifted to the case VJhcn all. state variables of the plarrt are not
accessible, The  stability of “ad :tptive observers”, which simult  arwxm d y estimate the state and
pararnders  of the system in (1) from input-output data was dmlved in 1973.

(vii) Arcmnd 3.978, the stability of the adaptive control problem was solved  for the case when the
rela.t ive degree n,” of the plant  1s one. The a.daptjve laws have the same simple form as in the earlier
C!+K% .

(viii) In 1980, th.o same problem, for n“ > 1 was solved using an augmented  error in place of the
actual  output  error.

(jx) Since simulation stu.dk?s  ~evealed that adaptive systems were not, robust under  perturbations,
a fymt part, of the 1980s was spent, cm developing robust, methods,

(x) In the 1980s, tlie methods were extended to rntdtivarjable  systems.

(xi) h the 1980s  and early 1990s, the results were extended to nonlinear
eters,  when all state variables aTe a.c.cessible.

systems, lineas in param-

Work is currcmtly  in progress in [ix), (x) and  (A)  as well as in rel.ming Ihe mm ditions on the
con trolled  process to permit  stable adaptive control+

In mmmary, the research of the past two decades has provided conditions under w}lich  linear
and nonlinear d yrmmica.1  systems can be adaptively controlled in a stable. fashion. On the negative
side, the methods only apply t.o syetemfi  in which the unknown pa rtuneters  occur linearly. There  is
very little control over the transient response, am.d adaptation  is pr=tica~ly su.c~e~sflll  only when
parameters  vary dowly  over time.

(b) Adaptive Robot  Control: Adaptive control theory has found most application in the control of———
robot,  manipulators due to certain characteristics inherent  in its d yn arnim.. The dynamic behavior
of a manipulator is gjven by the equation

M(o);  + C(o, e)b + G(o) =: u (2)

where # is a vector  of joint angles, M(O) js the jnertia  matrix, C’(O,  j) contahls  the coriolis  and
cent-rifugaJ terms, G(O) is the gravity vector, and  U is a vector of input torques. Associated with
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u are motor d ynarnicx, friction, baf.klaah  and saturation.

(i) ArI irnportamt  property  enjoyed by the system given iJI equation [i!) is that. the map from U to
d is passive.

(ii) lf p dmohi  a q dimensienrJ  vector  of parameters (masses, first and second morncJI 1.$ of the
Jin ks of the robot), equation (2) can he expressed as

Y(e, b,e)p =  u (3)

where Y(8, d, 8) is a known matrk, if 6’, 8, d are al a,cmssible. Since equation (3) is linrm in p ,
a da,ptivc laws for estimating p can be readily  generated , using well known methods in adaptive
control.

(iii) The most general result  Jn adaptive robot control involves a. control law of the form U =
Ydf’ –  fi,,c  - kui, with parameter upciate  rules for j using Y& and ]irlear  lerrnfi  in e, i, and tuning
laWS fOT kP aILd fit, inVO]Vir(g  lin@ar  ‘erm$ in e 1 + where Yd = Y(%> ~~,k)? arid c = o — %.

This result  has had significant impact  On the control of robot  maziipulators,  and is applica.blc
to any robotics problem jn volving  rigid. multiple bodies, However, the basic problem addressed
is a relatively sjm ple one from the point of view of adaptive control  theory (all state varia.b]es
accessible), and uses results t,hat were a.xwil,ab)e in the 1970s.  Tlercfore,  application of the full
armn al of results devehped in adaptive  control can be expected to move the field of robot  control
even further. Nor examp]c,  adaptive control  t.heor y has developed a rich set of tools using estimates
of states, d.erjved  from obscrvem.  Recent work in robotics has st arttxl to apply such rc.sullts where
cmly o is know~l, and 4 is estirn a,tcd u Bing an observer. At the same time  practical problems that
arise in robotics due to backlash and saturation of the corI trol  input have motivated ada,ptivc control
thcoristy  to investigate their effects on the stability and robustness of adaptive systems.

4 Robotics in Complex Environments

In the preceedillg section we described how results  from adaptive control theory have found direct
application in robot  manipulator control. However, as mentioned earlier, many  of the truly inter-
esting advances in robotics have been conceptual in nature and. h aw’ been in the area of practical
design rather t,h an theory. The  method suggeslcd  by Brooks, Miller, etc,, that uses combina.tioris  of
simple control st ra.tegles to achieve seeming] y intelligent behavior, the design concepts  of Whitney
and Ra.ibmt  to stabilize the system by proper inters.ctiorl of mechanical components with the active
pa~ts of the system, the ide.aa of Hogan (Salisbury  and Mason) based on impedance (stiffness and
compliance) m at, ching bet ween robot and  envircmrnerIt,  the hopping robots of Ra,ibert, the juggling
robots  of Koditsc.hek, the Lracldating  robots of Fulmd  a and the devil sticking robots of Atkem]l
wh.ic)~  exemplify int crm,jtt,ent  control, am some of the t,r uly ingcmious  examples in the field. These,
and efforts by others  to expand  their  scope, are. const autly  throwi rig challenges to the control the-
orist to m ggest improved methods of control. As time progresses the same robots  will be called
upon to operaltc  under  increaairrg;ly  strh~gent conditions. The  equations that describe  the dynamics
of the overa~ system aJ:e already rlOI&Ile=, arid quite often all state va,rjables of the $ystem are IIOt,

accemible.  In some situaticms sensor  data is rmt available at a mntral location and  in others control
has to be based cm patterns of data rather than the c1 ah itself. In addition to the above, there
are also multjple  goals, chfflcult  to quantify constraints, and multiple  time-scales to contend with.
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All these, parlicil]a.r]y  when substantial a,mountfi  of infer matkm  essential  for rnathe.matice] study
are nol  available, will thrust  upon us questions of ad aptjve  and lcatrning coILtrol which camnot  bc
answered. udng  existing  theory.

The difhculties enumerated shove cam be broadly classified under three headings: (i) co,mpu-
taticm al c.ornplcxit,y,  (ii) uncertainty and  (iii) nordinea.rity. S1] memful autonomous operation in
such complex SitU~tiOILS  wi~. require a c.areful)y  designed  interconnection of diverse irlformation
processing capahililks  to achieve fzwt,  accurate, stable and  robust perfc]rrnance.

5 Neural Networks

The term neural  network has come to mean ally architecture that has massivley  parallel inter-
connection CJf simple “neural processors”. From. a system theoretic. point  of vjew, artificial neural
net works am pra.cticall  y implementable conveniw[t pararne.triza.tiorrs  of nonlinear m aps from onc
finite dimension  al space to a,n.other.  Their pa,~atlel  distributed architect urc,  their  ability to approxim-
ate nonlinear rnap~ arbitrarily closely, and the availability of al.gmithms to tra.irr their para,metcrs
using input-output data. obtained while a system is in operation , make them  ideally suited to cope
with all three  types of difficultiw mentioned in the previous section.

(a) Neural  Networks for Nonlinear Control:  During the pa~t, five ycar~ it has been syst~matically
demonstrakd  that the complex problems of nonlinear adaptive control can be addressed. using
neural net works. This  invcdves  a, judicious com.birmtion of the results from nonlinear control the-
ory with the con cepts and structures provided by linear  adaptbre  control and  the approximating
c.a,pa,bilities  of neural  networks.

In the first stage  of the above  jnvestiga.tions it was established that exact  input-output repre-
sentations  of finite dimensional nonlinear systems in the neighborhc~od  of the equilibrium states of
the form (with y’(k)  as lhe desired output}

$f(k + d) = f[y(k),  y(k - 1),..., y(k - n+ l . ) ,

y“(k + d),  u(k - 1),...,4J(k–  n + 1)] (4)

are possible un rlPr  ce.rta.in  corrditjons. For such systems, controllers described by equations of the
form

w(k) = g[y(k),  y(k - 1), . . ..g(k - 7( + 1),

:f”(k + d), rt(k – j), . . ..w(k  - ‘n +- ])) (5)

can also be shown to exist. If $ and g in equations (4) and (5) are unknown, the problem is one
of nonlinear adaptive control, ‘J31e first author and his colleagues have shown that  j and g can
be approximated by ncura.1 networks Nj and A(O using input-output d~ta - The method has  l)e~n

extmnded  to multivarjahle  systems, systems with external djsturba.nces,  and has also been t,csted  on
systems with time-varying parameters. In all cases, the responses  of the nonlinear identifiers and
c.ontrolkrs  were at least M good as those Of linear c.ont rollers and in most cases SII rpassed  t,hcrn
significantly.

(b) ?&el@ Control. for l?ob.otis:  The effectiveness of netlral networks for both pattern recognition
and for mimicking rule-based expert  systems is currently well known. From the previous section it
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js also clear that they arc urmm ally effective for the id.entjfi  cation and control of cornplcx  nonlinear
s.yste.ms in the presence of II nc.ertaint.y.  In view of this vers. atilit  y, it k believed that neural networks
hold great,  prom ise as building blocks for the wide varict  y of behaviors encountered in complex
robotic systems.

6 A New Methodology for Control

In this section we describe a new methodology foI controlling complex dynamid  systems which has
been developed at Yale in recent years. The objective oft he approach h to achieve faster  and more
accurate control than  can be achieved using conventional adaptive c.011 trol,  men while aSSUriILg W
robustness of the system. The aP~roach  is based on the use of multiple models, switching, and.
adaptation. The multiple mOde]8  themselves are based on neural  networks and are realized lhrol~gh
a process of learning. Jn this section we provide a brief  introduction to the baaic concepts involved.

(a) Multiple Models: The use of an identification model for indirect adaptive control is well known.
When plant  parameters vary abrupt] y as in the case of system faults, or sensor or actuator failures,
adapi,atio~ ll~ing  a single model may not be adequate. In fact, extensive simulation studies of
both  linear and ILOIIlineaT systems have shown that with ]arge pararnctI  ic errors, the m!spons@  of
the system may  bc pra.c.tic.aLly  urmcce.pta.ble.  In such cases, what in forlnation  is rel.eva.nt,  and how
it can produce the dcshwl control action have to bc determined rapidly and accurately, Thk is
whkved  using multiple models. Assuming that N identification models ~i(i = 1, Z ,,., ~) are used
in parallel with the given plant the objective is to deterrni ne Whidl among them is closest (according
to some criterion) to the pkmt  at any giVCIL jn stant arl d to  use a cclrrespond  ing controller Ci to
con trol the plant.

(b) Neural Networks, and Multiple Mode~:  As described earlier when the process to be cent.rolkxl. — — .
is nonlinear and/or cent ains substantj  al arnounls  of un certaint y, ncu.rvd  networks are jdeally suited
for identific.titicm  and control.  In such a case nonl;nei~  r idcntjfication  models Ii are choscm cor-
re~ponding to region & in the p a r a m e t e r  space,  w~lere t,he plant C~ R lie. As$umin g that, at any
hstan t a. fault occurs and the plaint s wjtc.he.s from t!Si to SJ it is detected by the model [i whose
error function is a minimum at that instant. Adaptation takes place withjn  the set Si from the
model  /j.

(c) Multiple Models and Lwming: The determination of the repjons Sj and the location  of the..—— —
nlodels  Ij G Sj, have to b e  based OIL the Prior information  c~~c~rnk the PrOCeS$  and has tO
be carried OIIt over long periods of time. As ]ong as the number  of spcciflc types of situations
;TI which the sy~tern  will bc called upon to  act is finite and can be learned a,s t,he system is in,
operation, tkiS approach Ci)n  be very effective. The  creation, modific.atjon,  and pruning of models,
the acquisition of their sensitivity, y cha,ra,cteristic~,  and the deterrnin  at ion of the domains  Sj, raise
theoretical questions for which answers are not known at present. Work is proceeding in a.)] these
areas  under the direction c)f the first author.

‘i’ Adaptation and Learning in Robotics  and Automation

As described in section  4, the frontiers of robolirx  and automation are constantly expanding bringing
in their  wake new problems in adaptation a.n d learnin~,. The methc)dology  described in scctiom  S
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and 6 js applicable to large classes of such problems and  the real  intma  ction bet, wcen adaptation
and robotks  wiU be mainly in these setthgs. Even though wc are still  VW-Y m uc.h in t.be irlit.ial
stages,  we list below a few of the areas where  we believe that such hil,e?action  is imminenl,.

(a) Robots Operat@-g in Multiple Environments: Robots, that are required to cmry  a wide range of. . ..—. — ———— —-.
pay~ds  and/or come in c~;tact with environments which lm.ve a large range  of inertial, stiffness
and damping coefficients, ca.u be considered to operate in multiple envjronrrwnts.  The rn~t hod
dcsc.rihe.d  in section 6 are d!rectly  applicabk to such systems. Work done by the first author  and
his colleague (Ciliz and Na,mnd ra) has indicated the potmltial  for significant i“mprowxmnt.

(tJ) Qit Control:  It is now well known that biological systems perform  locomotion using “gaits”
which are used to stabilize their  hod y mot.jons. Hopping, cat thing, jugp~ing,  and brat.hiating robots
may he c.onsid.emxl  to have their  OWN c.haracte~istic  gaits, As the te~rajns  in which the systems
operate change, $wjtchillg  of gaits  and tuning of th,e pa tametem  of I.]le gait  model rn,ay become
necessary, This  fitE very well with the multiple  rrmdel paradigm.

(c) Rcwer Self-Localization: One of the most chdhmging  problems ill n &viga.tion  is the accurate
estimation of the position of a hghtwcight  rover from Its infernal  sensc)ls. What is rmplired in such

a. case is a dynamic model that  relates the jnput  motor  torques wjth i he position and headirLg of
the r-over. Since, such a model  will invariably be nonlinear in the presence of significant t interactions
with the terrain, a neural network is ideal for itm realization, Mlilt iple modds  may be needed if the
rovez is to operate in very different, terrain settings.

(cl) Vision  ~nd Ccmtrcd: The La.sic  idea behind “visual servoing ‘ 7 is to kinem atiCZI Uy tTa,TISforrrL
the contlol  problem to the camera space, and track  rrference  trajec.torkxi prescribed in c.arncra
coordinate system. As such, this problem is similar to performing output control of a nonlinear
systcm.  The methods  prescribed in sections 5 and 6 would enable  this problem to be restated using
on] y the h-rputs  (joint  torques) and outputs (robot motion  in tamer a coord.in  ate s ystern ). Using
neural  ncl,works, the input-output model ca,n be. approximated sufficiently closely, and in the event,
several cameras  are used, m ultip]e neural  network models mey be used for visual servoing.

(e.) Ir,f&rmittent  Ccmt.~@  In ju.gg]hg,  hoppjng,  brachiation,  etc+, con t rol signals are rcqu.ired  along
certain degrees of freedom. rmly intro mittent,ly. In addition, the nature  of COILtrO]  actions depends
strongly upon the constraints imposed by the bodkw that arc in flip,ht,.  In the event. such robots
are required to operate in a wide range  of environments, distinctly different constraints may arise
during  operation depending Ilpon the specifics of the problem. For example, constraints during free
juggling, as opposed to when the bdl.s make contact with sorn e surfaces  d u ring flight, rna.y be very
different. Should the  dE%&L@  have  knowledge of the various operating conditions, models could
be developed for each situation and used. within the framework of multiple models, switr.hing  zmd
tuning.

The above dk.cumion  mere]  y provides a brief .&n pse of the pcxriible  areas  where adaptation
and robotics may interact in the future. Many  prol-dems  in multiple operator teleoperation,  cellular
rmbotic.s,  Imh a.vior contd,  etc.. can also be acid. ressed ushrg a similar approa.c.h.

In conclusion, the methodology proposed in this paper based cm kaming,  multiple models, and
ad apta,tion is deeply rooted  in control theory  and addresses importwt  questions in the control
of complex systems. Since jts implcrrmrrtation admh,s a. very t,~aditional  mathematical model, the
resulting dynamical system  ca,n be studied using analytical tools of systems theory. The authors
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firmly beJieve that jt is ideally suited to cope with many  ‘of the problems that will arise in robotics
and automation in the future,

8 Acknowledgements

The work described in this pfiper was pmforrned  jointly by the NASA Jet Propulsion Laboratory,
Caltech,  under the sponsordiip  of National Aeronautics and Space AdrrLinistration, Of?ice  of Aero-
nautic~ and Exploration T_echnology~ and. by Yale univ~r~ity  u.~~der th~ ~l~ol~s~r~hip of t~~e Nationa~
Science P’ounda.tion. S.’l’. Venkatararnan  was supported by a Giant from tli~ the office of Naval
Research during  this period.

Tl”d


